
Grand Challenge: Automatic Anomaly 

Detection over Sliding Windows

Problem
• Real-time anomaly detection based on the observation of a stream 

of events.

• Data parallelism requires consistent stream partitioning and 

efficient task allocation

• Parallel computations result in out-of-order captured anomalies.
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Architecture

•Sequential approach performs 

better at low injection rates 

(10ms)

•Mean latency increases as the 

number of machines goes near 

1000

•The ordering operator 

increased the mean latency at 

low injection rates to 359 ms

•Decrease in overall latency 

from 1.2 seconds for the 

sequential approach to 850 ms 

for the distributed approach

Conclusions
• Parallel and sequential version performed better at high and low injection rates respectively

• Future directions are sorting out-of-order streams and logical efficient stream partitioning
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